Robust EEG time series transient detection with a momentary frequency estimator for the indication of an emotional change
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Abstract. This paper describes adaptive time frequency analysis of EEG signals, both in theory as well as in practice. A momentary frequency estimation algorithm is discussed and applied to EEG time series of test persons performing a concentration experiment. The motivation for deriving and implementing a time frequency estimator is the assumption that an emotional change implies a transient in the measured EEG time series, which again are superimposed by biological white noise as well as artifacts. It will be shown how accurately and robustly the estimator detects the transient even under such complicated conditions.
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1 Introduction

In empiric sciences, one often has to deal with measured data sets, trying to interpret the underlying nature of an observed global system by the interactions of its partial systems. However, in most scientific areas it is simply not possible to separate the partial systems either experimentally nor theoretically such that a separate investigation becomes feasible. When there is no chance to divide the overall system into partial ones and instead the only possible interpretation is observing the global appearance and reaction of the system, time series processing often becomes the mean of choice in order to solve this inverse problem. In the optimal case it becomes possible to create a model out of the measured data sets. With this model one may again conclude the underlying process which is responsible for the production of the measured data in the sense of at least sufficient, in the optimal case, necessary conditions for their creation. Unfortunately this is not possible with EEG data sets. Here it is rather possible to classify
the processes by extracting features from the data sets. Moreover, EEG data sets are usually very noisy and transient and are created by an underlying non-stationary and stochastic dynamics. Hence, for the analysis of human emotional stress states stochastic analysis methods are one set of tools of choice. However, turning an experimental person from one emotional state into another, e.g. from being relaxed into being stressed, implies to be able to focus with the methods on the transient itself even though the transient is heavily superimposed with noise. The aim of this paper is to present a detection of this transient during an on-the-fly analysis. The momentary frequency estimation algorithm proposed by Grieszbach et al. [1] was considered and integrated into the openVibe [2] software framework.

2 Related Work

In Non-Invasive Brain-Computer Interface (BCI), to effectively interpret the brain signals to meaningful features for further application in various fields, a systematic approach with four different phases is to be used [3]:

- Signal Acquisition
- Signal Pre-processing
- Feature Extraction
- Signal Classification

Many Researchers have contributed to the BCI field especially detecting people’s emotional state by adapting different techniques and algorithms for each of the above mentioned phases with a reasonable success rate. The emotion-recognition system developed by Kwang-Eun Ko et al., [4] uses relative power values and a Bayesian network. In this system, the power spectrum of the EEG signals is analyzed by applying a Fast Fourier transform (FFT) and by decomposing the signals into five bands of Alpha, Beta, Gamma and Theta for further classifications. The relative power values of the prominent frequency band is calculated by dividing the current absolute band to the sum of the frequency ranges. The same method is adapted also by Kwang Shin Park et al. [5]. The emotion-recognition system implemented by Hosseini [6] uses the thermodynamic property called entropy, that calculates the amount of disorder in the system by which each emotion state is estimated using approximate entropy and wavelet entropy. Four different emotions (disgust, happiness, surprise and fear) are recognized by two different lifting based wavelet transforms (LBWT) and then classifying them by Fuzzy C-Means (FCM) clustering [7]. The signal features of an emotional response due to various tastes have been extracted by Common Spatial Pattern (CSP) [8]. In the systems [4], [5], [6], [8], [9], the EEG signals are separated into various frequency bands using band-pass filters except for [7] which uses Average Mean Reference (AMR) for filtering. All the systems ignored the delta range [0 – 4Hz] to reduce eye blinks and other physiological artifacts but the major drawback in ignoring the delta band causes the loss of valuable data for monitoring sleep waves in an adult. Usually, EEG signals are prone to
more noise since data is recorded non-invasively using electrodes. In addition, the problem using band-pass filters for distinguishing various frequency bands is that the results are not convincing if the signal-to-noise ratio is high and this leads to heavy preprocessing of the EEG signals before meaningful features can be extracted. Moreover, emotional change in a normal human is more gradual and continuous and so band-pass filters cannot be used in real-time scenarios (e.g. monitoring pilots) where there is subtle change of the emotional state. An emotion-recognition system which can track these subtle emotional changes using the same technique for both, signal pre-processing and feature extraction, can improve the processing speed and can also provide an intuitive real-time emotion monitoring. In order to address the above mentioned problem, a frequency estimation algorithm which shows robustness and also allows for real time emotion monitoring is introduced and its applicability is explored using EEG data.

3 Estimation of Momentary Signal Parameters

A classical example for an estimation algorithm is the estimation of the mean value \( M_n \) which is based on a sequence of independent random values \( \{ \xi_n \}_{n=0,1,2,...} \). If \( x_i \) will denote the realization of the random value \( \xi_i \), then

\[
M_n = \frac{1}{n} \sum_{i=1}^{n} x_i
\]  

(1)

is a consistent estimation for \( E(\xi_i) \). \( M_n \) can be easily turned into a recursive order. It is

\[
M_0 = x_0 \\
M_{n+1} = M_n - \frac{1}{n+1} (M_n - x_{n+1}) \quad n = 0, 1, 2, ...
\]  

(2)

In this form the algorithm is already real-time capable since it needs only the previous estimation value \( M_n \), the current data value \( x_{n+1} \) and the current time \( n + 1 \). With this, the continuously recursive computation of the times series is possible. Put into a more general form, the estimation procedure \( S \) looks like

\[
S_0 = s_0 \\
S_{n+1} = S_n - c_n K(S_n, x_{n+1}) \quad n = 0, 1, 2, ...
\]  

(3)

where \( X = \{ x_i \}_{i=0,1,2,...} \) denotes the measured data points, \( K \) is a correction term for the estimation which itself depends on \( S_n \), the momentary data point \( x_{n+1} \) and the adaptation constant \( c_n \). Comparing this with equation 2, the adaptation constant turns into \( c_n = \frac{1}{n+1} \) and following the conditions

\[
\sum_{n=0}^{\infty} c_n = \infty, \quad \sum_{n=0}^{\infty} c_n^2 < \infty
\]  

(4)

the estimation procedure converges with the probability of 1 against the constant expectation value of a stationary time series.
3.1 Adaptive Time Frequency Analysis

Before introducing the concept of a momentary frequency estimation a more general definition of frequency has to be provided. Normally, frequency is the parameter of sinusoidal periodical functions, with which the number of periods per time unit is characterized [1]. Thus, for this set of functions, frequency is also defined by half the number of zero crossings. Now, with this definition the frequency characterization can be applied to our EEG times series. Since it is evident that the EEG time series do not oscillate around zero but around a finite value the momentary mean of the time series has to be estimated too. The schematic representation of the concept of this estimation is shown in figure 1. \( L(X) \) denotes the time shift operator, \( M_c(X) \) denotes the momentary mean operator. In addition, the following comparison operators are used: \( K(X, Y) \) (bigger) and \( W(X, Y) \) (unequal). \( M^1_c(X) \) estimates the momentary mean value of the signal whereas \( M^2_c(X) \) estimates the momentary mean value of the direct past. After that both mean values get interpreted by the comparison operators whether or not a "zero crossing" has occurred which is basically a crossing through the momentary mean value or not.

The adaption constant from equation 3 just needs to fulfill the condition \( 0 < c < 1 \) in order to guarantee a convergence to the expectation value. Higher values of \( c \) will result in a faster adaptation to the time series mean value after a transient has occurred. However, this is accompanied by quite high variation. Vice versa, a smaller \( c \) means slower but smoother adaptation. In order to understand this have a look at equation 2 which is

\[
M_0 = m_0 \\
M_{n+1} = M_n - c(M_n - x_{n+1}) \quad n = 0, 1, 2, \ldots 
\]

Putting it into the form

\[
M_{n+1} - M_n = -c(M_n - x_{n+1}) \quad n = 0, 1, 2, \ldots 
\]

and dividing both sides by the sampling frequency \( \delta t \),

\[
\frac{M_{n+1} - M_n}{\delta t} = -\frac{c}{\delta t}(M_n - x_{n+1}) \quad n = 0, 1, 2, \ldots 
\]
it becomes obvious that equation 7 is the discretized form of

$$\frac{\partial M}{\partial t} = -\frac{1}{\tau}(M - x)$$

(8)

where \(\tau\) denotes the adaption time. Now it becomes evident, that if the adaption time is chosen to be large in comparison to the sampling frequency \(\delta t\), the adaption constant \(c = \frac{\delta t}{\tau}\) will become small and vice versa.

4 Application

Before applying the momentary frequency algorithm to real measured EEG time series, two examples for precomputed transients are shown. Fig. 2 shows the momentary frequency estimation for a computed signal containing two transients. The first transient appears when the signal changes from pure white noise into a pure sinusoidal oscillation. The estimator is able to detect the frequency jump and estimates the frequency of the sine wave. The third part of the signal is a superposition of white noise and another sinusoidal wave with a different frequency. The estimator detects this frequency jump as well and adapts very quickly. The adaption time for computations was set to \(c = 0.008\).

Fig. 3 shows again a computed signal containing three different parts. Now, the difference to fig. 2 is that the third part is a superposition of the same sinusoidal wave of part two with the white noise from the first part of the signal. The estimation though is robust against the white noise and shows the same frequency. Just the variance of the signal is slightly increased which was to be expected.
This figure shows the momentary frequency estimation for a signal containing two transients again. This time the third part is a superposition of the white noise from part 1 and the sine from part two. As a result the white noise is filtered entirely.

The experiment

In order to stimulate five healthy male probands between 25-30 years old, the following experiment was carried out. The task was to play a challenging number table concentration game (http://www.salticid.com/concentration.htm) in a web browser. For data acquisition a non-invasive brain computer interface with 14 channels, P3 and P4 referenced, was used. For recording and processing the data stream openVibe was taken and the momentary frequency algorithm had been implemented as a box module. After 300s of high concentration the EEG data showed a strong activity in the beta band which was to be expected. The
momentary frequency estimator oscillated around $18\, \text{Hz}$ which indicated strong mental activity due to the concentration. Fig 4 shows the recording of the EEG at the T7 electrode. After 300s the subjects were exposed to a 80s long sequence of images, lasting for about 10s each. The images were showing relaxing content such as beaches, holiday situations etc.. During this interval the concentration game was paused and the entire focus was on the visual consumption of the image sequence. However, the raw data in fig 4 does not show any significant change after the relaxing image sequence stimulus had been sent to the probands. In comparison, fig. 5 shows the momentary frequency together with the moving average of order 512 for the entire 600s. The momentary frequency estimator was possible to detect a significant decrease down to approx. $15\, \text{Hz}$. After the image sequence was finished the subjects continued playing the concentration game. The momentary frequency increased quickly and reached the previous $18\, \text{Hz}$ again.

5 Conclusions and Future Work

This paper described adaptive time frequency analysis of EEG signals, both in theory as well as in practice. In particular, the momentary frequency estimation algorithm developed by Grieszbach et al. [1] has been derived and integrated into the openVibe software framework from INRIA and was applied to different computed and measured time series. The momentary frequency has proven its ability to detect transients in times series numerically correct (see fig. 3). Even white noise added to the signal has been filtered robustly (see fig. 2). In order to obtain the same result with a band-pass filtering approach the algorithm would looked

![Fig. 5. Momentary frequency plotted together with its moving average of order 512 for 600s EEG data recorded by T7.](image-url)
like: (1) recording the signal, (2) computing a power spectrum and looking for the main frequency contributions, (3) filtering the signal with a small frequency windowing of about 1-2 Hz width and (4) matching the result with the applied stimulus. Now it becomes evident, that the clear advantage of the momentary frequency estimation compared to band-pass filtering is that the unknown frequency of the transient is robustly computed without any preprocessing, the time is delivered implicitly when the transient appears, and most importantly, the algorithm allows for on-the-fly processing and does not need any storage of the signal. Since our future work will focus on carrying out further transient inducing experiments for detecting ERD (event related desynchronization) and ERP (event related potentials) and since we want to combine this with machine learning algorithms, the momentary frequency algorithm is the mean of choice. This work is being supported financially by the Institute of Visual Computing at Bonn-Rhein-Sieg University of Applied Sciences. In addition, special thanks to all the volunteering probands of the concentration experiments.
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